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Introduction

Algorithms are the recipes that make efficient programming possible.
They explain how to sort records, search for items, calculate numeric
values such as prime factors, find the shortest path between two points in a
street network, and determine the maximum flow of information possible
through a communications network. The difference between using a good
algorithm and a bad one can mean the difference between solving a
problem in seconds, hours, or never.

Studying algorithms lets you build a useful toolkit of methods for solving
specific problems. It lets you understand which algorithms are most
effective under different circumstances so that you can pick the one best
suited for a particular program. An algorithm that provides excellent
performance with one set of data may perform terribly with other data, so
it is important that you know how to pick the algorithm that is the best
match for your scenario.

Even more important, by studying algorithms you can learn general
problem-solving techniques that you can apply to other problems even if
none of the algorithms you already know is a perfect fit for your current
situation. These techniques let you look at new problems in different ways
so that you can create and analyze your own algorithms to solve your
problems and meet unanticipated needs.

In addition to helping you solve problems while on the job, these
techniques may even help you land the job where you can use them! Many
large technology companies, such as Microsoft, Google, Yahoo!, IBM,
and others, want their programmers to understand algorithms and the
related problem-solving techniques. Some of these companies are
notorious for making job applicants work through algorithmic
programming and logic puzzles during interviews.

The better interviewers don't necessarily expect you to solve every puzzle.
In fact, they will probably learn more when you don't solve a puzzle.
Rather than wanting to know the answer, the best interviewers want to see
how you approach an unfamiliar problem. They want to see whether you
throw up your hands and say the problem is unreasonable in a job
interview. Or perhaps you analyze the problem and come up with a
promising line of reasoning for using algorithmic approaches to attack the

748



problem. “Gosh, I don't know. Maybe I'd search the Internet,” would be a
bad answer. “It seems like a recursive divide-and-conquer approach might
work” would be a much better answer.

This book is an easy-to-read introduction to computer algorithms. It
describes a number of important classical algorithms and tells when each
is appropriate. It explains how to analyze algorithms to understand their
behavior. Most importantly, it teaches techniques that you can use to
create new algorithms on your own.

Here are some of the useful algorithms this book describes:

* Numerical algorithms such as randomization, factoring, working
with prime numbers, and numeric integration

* Methods for manipulating common data structures such as arrays,
linked lists, trees, and networks

» Using more-advanced data structures such as heaps, trees, balanced
trees, and B-trees

+ Sorting and searching

* Network algorithms such as shortest path, spanning tree,
topological sorting, and flow calculations

Here are some of the general problem-solving techniques this book
explains:

* Brute-force or exhaustive search

+ Divide and conquer

+ Backtracking

* Recursion

* Branch and bound

* Greedy algorithms and hill climbing
+ Least-cost algorithms

+ Constricting bounds

* Heuristics

To help you master the algorithms, this book provides exercises that you
can use to explore ways you can modify the algorithms to apply them to
new situations. This also helps solidify the main techniques demonstrated
by the algorithms.

Finally, this book includes some tips for approaching algorithmic
questions that you might encounter in a job interview. Algorithmic
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techniques let you solve many interview puzzles. Even if you can't use
algorithmic techniques to solve every puzzle, you will at least demonstrate
that you are familiar with approaches that you can use to solve other
problems.

Algorithm Selection

Each of the algorithms in this book was included for one or more of the
following reasons:

* The algorithm is useful, and a seasoned programmer should be
expected to understand how it works and use it in programs.

* The algorithm demonstrates important algorithmic programming
techniques you can apply to other problems.

* The algorithm is commonly studied by computer science students,
so the algorithm or the techniques it uses could appear in a
technical interview.

After reading this book and working through the exercises, you will have
a good foundation in algorithms and techniques you can use to solve your
own programming problems.

Who This Book Is For

This book is intended primarily for three kinds of readers: professional
programmers, programmers preparing for job interviews, and
programming students.

Professional programmers will find the algorithms and techniques
described in this book useful for solving problems they face on the job.
Even when you encounter a problem that isn't directly addressed by an
algorithm in this book, reading about these algorithms will give you new
perspectives from which to view problems so that you can find new
solutions.

750



Programmers preparing for job interviews can use this book to hone their
algorithmic skills. Your interviews may not include any of the problems
described in this book, but they may contain questions that are similar
enough that you can use the techniques you learned in this book to solve
them.

Programming students should be required to study algorithms. Many of
the approaches described in this book are simple, elegant, and powerful,
but they're not all obvious, so you won't necessarily stumble across them
on your own. Techniques such as recursion, divide and conquer, branch
and bound, and using well-known data structures are essential to anyone
who has an interest in programming.

Note

Personally, I think algorithms are just plain fun! They're my equivalent of crossword
puzzles or Sudoku. I love the feeling of putting together a complicated algorithm,
dumping some data into it, and seeing a beautiful three-dimensional image, a curve
matching a set of points, or some other elegant result appear!

Getting the Most Out of This
Book

You can learn some new algorithms and techniques just by reading this
book, but to really master the methods demonstrated by the algorithms,
you need to work with them. You need to implement them in some
programming language. You also need to experiment, modify the
algorithms, and try new variations on old problems. The book's exercises
and interview questions can give you ideas for new ways to use the
techniques demonstrated by the algorithms.

To get the greatest benefit from the book, I highly recommend that you
implement as many of the algorithms as possible in your favorite
programming language or even in more than one language to see how
different languages affect implementation issues. You should study the
exercises and at least write down outlines for solving them. Ideally you
should implement them, too. Often there's a reason why an exercise is
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included, and you may not discover it until you take a hard look at the
problem.

Finally, look over some of the interview questions available on the
Internet, and figure out how you would approach them. In many
interviews you won't be required to implement a solution, but you should
be able to sketch out solutions. And if you have time to implement
solutions, you will learn even more.

Understanding algorithms is a hands-on activity. Don't be afraid to put
down the book, break out a compiler, and write some actual code!

This Book's Websites

Actually, this book has two websites: Wiley's version and my version.
Both sites contain the book's source code.

The Wiley web page for this book is http://www.wiley.com/
go/essentialalgorithms . You also can go to
http://www.wiley.com and search for the book by title or ISBN.
Once you've found the book, click the Downloads tab to obtain all the
source code for the book. Once you download the code, just decompress it
with your favorite compression tool.

Note

At the Wiley web site, you may find it easiest to search by ISBN. This book's ISBN is
978-1-118-61210-1.

To find my web page for this book, go to
http://www.CSharpHelper.com/algorithms.html
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How This Book Is
Structured

This section describes the book's contents in detail.

Chapter 1, “Algorithm Basics,” explains concepts you must understand
to analyze algorithms. It discusses the difference between algorithms and
data structures, introduces Big O notation, and describes times when
practical considerations are more important than theoretical runtime
calculations.

Chapter 2, “Numerical Algorithms,” explains several algorithms that
work with numbers. These algorithms randomize numbers and arrays,
calculate greatest common divisor and least common multiple, perform
fast exponentiation, and determine whether a number is prime. Some of
the algorithms also introduce the important techniques of adaptive
quadrature and Monte Carlo simulation.

Chapter 3, “Linked Lists,” explains linked-list data structures. These
flexible structures can be used to store lists that may grow over time. The
basic concepts are also important for building other linked data structures,
such as trees and networks.

Chapter 4, “Arrays,” explains specialized array algorithms and data
structures, such as triangular arrays and sparse arrays, that can save a
program time and memory.

Chapter 5, “Stacks and Queues,” explains algorithms and data
structures that let a program store and retrieve items in first-in-first-out
(FIFO) or last-in-first-out (LIFO) order. These data structures are useful in
other algorithms and can be used to model real-world scenarios such as
checkout lines at a store.

Chapter 6, “Sorting,” explains sorting algorithms that demonstrate a
wide variety of useful algorithmic techniques. Different sorting algorithms
work best for different kinds of data and have different theoretical run
times, so it's good to understand an assortment of these algorithms. These
are also some of the few algorithms for which exact theoretical
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performance bounds are known, so they are particularly interesting to
study.

Chapter 7, “Searching,” explains algorithms that a program can use to
search sorted lists. These algorithms demonstrate important techniques
such as binary subdivision and interpolation.

Chapter 8, “Hash Tables,” explains hash tables—data structures that use
extra memory to allow a program to locate specific items quickly. They
powerfully demonstrate the space-time trade-off that is so important in
many programs.

Chapter 9, “Recursion,” explains recursive algorithms—those that call
themselves. Recursive techniques make some algorithms much easier to
understand and implement, although they also sometimes lead to
problems, so this chapter also describes how to remove recursion from an
algorithm when necessary.

Chapter 10, “Trees,” explains highly recursive tree data structures,
which are useful for storing, manipulating, and studying hierarchical data
and have applications in unexpected places, such as evaluating arithmetic
expressions.

Chapter 11, “Balanced Trees,” explains trees that remain balanced as
they grow over time. In general, tree structures can grow very tall and
thin, and that can ruin the performance of tree algorithms. Balanced trees
solve this problem by ensuring that a tree doesn't grow too tall and skinny.

Chapter 12, “Decision Trees,” explains algorithms that attempt to solve
problems that can be modeled as a series of decisions. These algorithms
are often used on very hard problems, so they often find only approximate
solutions rather than the best solution possible. However, they are very
flexible and can be applied to a wide range of problems.

Chapter 13, “Basic Network Algorithms,” explains fundamental
network algorithms such as visiting all the nodes in a network, detecting
cycles, creating spanning trees, and finding paths through a network.

Chapter 14, “More Network Algorithms,” explains more network
algorithms, such as topological sorting to arrange dependent tasks, graph
coloring, network cloning, and assigning work to employees.
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Chapter 15, “String Algorithms,” explains algorithms that manipulate
strings. Some of these algorithms, such as searching for substrings, are
built into tools that most programming languages can use without
customized programming. Others, such as parenthesis matching and
finding string differences, require some extra work and demonstrate useful
techniques.

Chapter 16, “Cryptography,” explains how to encrypt and decrypt
information. It covers the basics of encryption and describes several
interesting encryption techniques, such as Vigenére ciphers, block ciphers,
and public key encryption. This chapter does not go into all the details of
specific encryption algorithms such as DES (Data Encryption Standard)
and AES (Advanced Encryption Standard), because they are more
appropriate for a book on encryption.

Chapter 17, “Complexity Theory,” explains two of the most important
classes of problems in computer science: P (problems that can be solved in
deterministic polynomial time) and NP (problems that can be solved in
nondeterministic polynomial time). This chapter describes these classes,
ways to prove that a problem is in one or the other, and the most profound
question in computer science: Is P equal to NP?

Chapter 18, “Distributed Algorithms,” explains algorithms that run on
multiple processors. Almost all modern computers contain multiple
processors, and computers in the future will contain even more, so these
algorithms are essential for getting the most out of a computer's latent
power.

Chapter 19, “Interview Puzzles,” describes tips and techniques you can
use to attack puzzles and challenges that you may encounter during a
programming interview. It also includes a list of some websites that
contain large lists of puzzles that you can use for practice.

Appendix A, “Summary of Algorithmic Concepts,” summarizes the
ideas and strategies used by the algorithms described in this book. Using
these, you can build solutions to other problems that are not specifically
covered by the algorithms described here.

Appendix B, “Solutions to Exercises,” contains the solutions to the
exercises at the end of each chapter.
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The Glossary defines important algorithmic concepts that are used in this
book. You may want to review the Glossary before going on programming
interviews.

What You Need to Use This
Book

To read this book and understand the algorithms, you don't need any
special equipment. If you really want to master the material, however, you
should implement as many algorithms as possible in an actual
programming language. It doesn't matter which language. Working
through the details of implementing the algorithms in any language will
help you better understand the algorithms' details and any special
treatment required by the language.

Of course, if you plan to implement the algorithms in a programming
language, you need a computer and whatever development environment is
appropriate.

The book's websites contain sample implementations written in C# with
Visual Studio 2012 that you can download and examine. If you want to
run those, you need to install C# 2012 on a computer that can run Visual
Studio reasonably well.

Running any version of Visual Studio requires that you have a reasonably
fast, modern computer with a large hard disk and lots of memory. For
example, I'm fairly happy running my Intel Core 2 system at 1.83 GHz
with 2 GB of memory and a spacious 500 GB hard drive. That's a lot more
disk space than I need, but disk space is relatively cheap, so why not buy a
lot?

You can run Visual Studio on much less powerful systems, but using an
underpowered computer can be extremely slow and frustrating. Visual
Studio has a big memory footprint, so if you're having performance
problems, installing more memory may help.
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The programs will load and execute with C# Express Edition, so there's no
need to install a more expensive version of C#. You can get more
information on C# Express Edition and download it at
http://www.microsoft.com/visualstudio/eng/
downloads#d-express-windows-desktop

Conventions

To help you get the most from the text and keep track of what's
happening, I've used several conventions throughout the book.

Splendid Sidebars

Sidebars such as this one contain additional information and side topics.

Warning

Warning boxes like this hold important, not-to-be forgotten information that is directly
relevant to the surrounding text.

Note

Boxes like this hold notes, tips, hints, tricks, and asides to the current discussion.

As for styles in the text:

* New terms and important words are italicized when they are
introduced. You also can find many of them in the Glossary.

* Keyboard strokes look like this: Ctrl+A. This one means to hold
down the Ctrl key and then press the A key.

e URLs, code, and email addresses within the text are shown in
monofont type, as in http://www.CSharpHelper.com
= 10, and RodStephens@CSharpHelper.com

, X

We present code in one of two ways:

I use a monofont type with no highlighting for most
code examples.

| use bold text to enphasize code that's particularly
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i mport ant
in the present context.

Email Me

If you have questions, comments, or suggestions, please feel free to email
me at RodStephens@CSharpHelper.com . I can't promise to
solve all your algorithmic problems, but I do promise to try to point you in
the right direction.
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Chapter 1
Algorithm Basics

Before you jump into the study of algorithms, you need a little
background. To begin with, you need to know that, simply stated, an
algorithm is a recipe for getting something done. It defines the steps for
performing a task in a certain way.

That definition seems simple enough, but no one writes algorithms for
performing extremely simple tasks. No one writes instructions for how to
access the fourth element in an array. It is just assumed that this is part of
the definition of an array and that you know how to do it (if you know
how to use the programming language in question).

Normally people write algorithms only for difficult tasks. Algorithms
explain how to find the solution to a complicated algebra problem, how to
find the shortest path through a network containing thousands of streets, or
how to find the best mix of hundreds of investments to optimize profits.

This chapter explains some of the basic algorithmic concepts you should
understand if you want to get the most out of your study of algorithms.

It may be tempting to skip this chapter and jump to studying specific
algorithms, but you should at least skim this material. Pay close attention
to the section “Big O Notation,” because a good understanding of runtime
performance can mean the difference between an algorithm performing its
task in seconds, hours, or not at all.

Approach

To get the most out of an algorithm, you must be able to do more than
simply follow its steps. You need to understand the following:

* The algorithm's behavior. Does it find the best possible solution,
or does it just find a good solution? Could there be multiple best
solutions? Is there a reason to pick one “best” solution over the
others?
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* The algorithm's speed. Is it fast? Slow? Is it usually fast but
sometimes slow for certain inputs?

* The algorithm's memory requirements. How much memory will
the algorithm need? Is this a reasonable amount? Does the
algorithm require billions of terabytes more memory than a
computer could possibly have (at least today)?

* The main techniques the algorithm uses. Can you reuse those
techniques to solve similar problems?

This book covers all these topics. It does not, however, attempt to cover
every detail of every algorithm with mathematical precision. It uses an
intuitive approach to explain algorithms and their performance, but it does
not analyze performance in rigorous detail. Although that kind of proof
can be interesting, it can also be confusing and take up a lot of space,
providing a level of detail that is unnecessary for most programmers. This
book, after all, is intended primarily for programming professionals who
need to get a job done.

This book's chapters group algorithms that have related themes.
Sometimes the theme is the task they perform (sorting, searching, network
algorithms), sometimes it's the data structures they use (linked lists,
arrays, hash tables, trees), and sometimes it's the techniques they use
(recursion, decision trees, distributed algorithms). At a high level, these
groupings may seem arbitrary, but when you read about the algorithms,
you'll see that they fit together.

In addition to those categories, many algorithms have underlying themes
that cross chapter boundaries. For example, tree algorithms (Chapters 10,
11, and 12) tend to be highly recursive (Chapter 9). Linked lists (Chapter
3) can be used to build arrays (Chapter 4), hash tables (Chapter 8), stacks
(Chapter 5), and queues (Chapter 5). The ideas of references and pointers
are used to build linked lists (Chapter 3), trees (Chapters 10, 11, and 12),
and networks (Chapters 13 and 14). As you read, watch for these common
threads. Appendix A summarizes common strategies programs use to
make these ideas easier to follow.

11



Algorithms and Data
Structures

An algorithm is a recipe for performing a certain task. A data structure is
a way of arranging data to make solving a particular problem easier. A
data structure could be a way of arranging values in an array, a linked list
that connects items in a certain pattern, a tree, a graph, a network, or
something even more exotic.

Often algorithms are closely tied to data structures. For example, the edit
distance algorithm described in Chapter 15 uses a network to determine
how similar two strings are. The algorithm is tied closely to the network
and won't work without it.

Often an algorithm says, “Build a certain data structure and then use it in a
certain way.” The algorithm can't exist without the data structure, and
there's no point in building the data structure if you don't plan to use it
with the algorithm.

Pseudocode

To make the algorithms described in this book as useful as possible, they
are first described in intuitive English terms. From this high-level
explanation, you should be able to implement the algorithm in most
programming languages.

Often, however, an algorithm's implementation contains niggling little
details that can make implementation hard. To make handling those
details easier, the algorithms are also described in pseudocode.
Pseudocode is text that is a lot like a programming language but that is not
really a programming language. The idea is to give you the structure and
details you would need to implement the algorithm in code without tying
the algorithm to a particular programming language. Hopefully you can
translate the pseudocode into actual code to run on your computer.

12



The following snippet shows an example of pseudocode for an algorithm
that calculates the greatest common divisor (GCD) of two integers:

// Find the greatest common divisor of a and b.

// GCD(a, b) = GCD(b, a Mod b).
Integer: Gcd(Integer: a, Integer: b)
While (b != 0)

// Calculate the remainder.
Integer: remainder = a Mod b
// Calculate GCD(b, remainder).

a=>
b = remainder
End While
// GCD(a, 0) is a.
Return a
End Gcd
The Mod Operator

The modulus operator, which is written Mod in the pseudocode, means the
remainder after division. For example, 13 Mod 4 is 1 because 13 divided by 4 is 3
with a remainder of 1.

The equation 13 Mod 4 is usually pronounced “13 mod 4” or “13 modulo 4.”

The pseudocode starts with a comment. Comments begin with the
characters // and extend to the end of the line.

The first actual line of code is the algorithm's declaration. This algorithm
is called Ged and returns an integer result. It takes two parameters named
a and b, both of which are integers.

Note

Chunks of code that perform a task, optionally returning a result, are variously called
routines, subroutines, methods, procedures, subprocedures, or functions.

The code after the declaration is indented to show that it is part of the
method. The first line in the method's body begins a While loop. The
code indented below the While statement is executed as long as the
condition in the While statement remains true.

The While loop ends with an End While statement. This statement
isn't strictly necessary, because the indentation shows where the loop ends,
but it provides a reminder of what kind of block of statements is ending.
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The method exits at the Return statement. This algorithm returns a
value, so this Return statement indicates which value the algorithm
should return. If the algorithm doesn't return any value, such as if its
purpose is to arrange values or build a data structure, the Return
statement isn't followed by a return value.

The code in this example is fairly close to actual programming code.
Other examples may contain instructions or values described in English.
In those cases, the instructions are enclosed in angle brackets (<>) to
indicate that you need to translate the English instructions into program
code.

Normally when a parameter or variable is declared (in the Ged algorithm,
this includes the parameters a and b and the variable remainder ), its
data type is given before it, followed by a colon, as in Integer:
remainder . The data type may be omitted for simple integer looping
variables,asin For i = 1 To 10 .

One other feature that is different from some programming languages is
that a pseudocode For loop may include a Step statement indicating the
value by which the looping variable is changed each trip through the loop.
A For loop ends with a Next i statement (where i is the looping
variable) to remind you which loop is ending.

For example, consider the following pseudocode:

For 1 = 100 To 0 Step -5
// Do something...
Next i

This code is equivalent to the following C# code:

for (int i = 100; i >= 0; 1 -= 5)
{
// Do something...

}

The pseudocode used in this book uses If-Then-Else statements,
Case statements, and other statements as needed. These should be
familiar to you from your knowledge of real programming languages.
Anything else that the code needs is spelled out in English.
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One basic data structure that may be unfamiliar to you depending on
which programming languages you know is a List. A List is similar
to a self-expanding array. It provides an Add method that lets you add an
item to the end of the list. For example, the following pseudocode creates
aList Of Integer thatcontains the numbers I through 10:

List Of Integer: numbers

For 1 = 1 To 10
numbers.Add (i)

Next i

After a list is initialized, the pseudocode can use it as if it were a normal
array and access items anywhere in the list. Unlike arrays, lists also let
you add and remove items from any position.

Many algorithms in this book are written as methods or functions that
return a result. The method's declaration begins with the result's data type.
If a method performs some task and doesn't return a result, it has no data

type.
The following pseudocode contains two methods:

// Return twice the input value.
Integer: DoubleIt (Integer: value)
Return 2 * value
End DoubleIt
// The following method does something and doesn't
return a value.
DoSomething (Integer: values|[])
// Some code here.

End DoSomething

The DoubleIt method takes an integer as a parameter and returns an
integer. The code doubles the input value and returns the result.

The DoSomething method takes as a parameter an array of integers
named values. It performs a task and doesn't return a result. For example,
it might randomize or sort the items in the array. (Note that this book
assumes that arrays start with the index 0. For example, an array
containing three items has indices 0, 1, and 2.)

Pseudocode should be intuitive and easy to understand, but if you find
something that doesn't make sense to you, feel free to post a question on
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the  book's  discussion forum at www.wiley.com/ go/
essentialalgorithms or e-mail me at
RodStephens@CSharpHelper.com . I'll point you in the right
direction.

One problem with pseudocode is that it has no compiler to detect errors.
As a check of the basic algorithm, and to give you some actual code to use
for a reference, C# implementations of most of the algorithms and many
of the exercises are available for download on the book's website.

Algorithm Features

A good algorithm must have three features: correctness, maintainability,
and efficiency.

Obviously if an algorithm doesn't solve the problem for which it was
designed, it's not much use. If it doesn't produce correct answers, there's
little point in using it.

Note

Interestingly, some algorithms produce correct answers only some of the time but are still
useful. For example, an algorithm may be able to give you some information with a
certain probability. In that case you may be able to rerun the algorithm many times to
increase your confidence that the answer is correct. Fermat's primality test, described in
Chapter 2, is this kind of algorithm.

If an algorithm isn't maintainable, it's dangerous to use in a program. If an
algorithm is simple, intuitive, and elegant, you can be confident that it is
producing correct results, and you can fix it if it doesn't. If the algorithm is
intricate, confusing, and convoluted, you may have a lot of trouble
implementing it, and you will have even more trouble fixing it if a bug
arises. If it's hard to understand, how can you know if it is producing
correct results?

Note

This doesn't mean it isn't worth studying confusing and difficult algorithms. Even if you
have trouble implementing an algorithm, you may learn a lot in the attempt. Over time
your algorithmic intuition and skill will increase, so algorithms you once thought were
confusing will seem easier to handle. You must always test all algorithms thoroughly,
however, to make sure they are producing correct results.
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Most developers spend a lot of effort on efficiency, and efficiency is
certainly important. If an algorithm produces a correct result and is simple
to implement and debug, it's still not much use if it takes seven years to
finish or if it requires more memory than a computer can possibly hold.

In order to study an algorithm's performance, computer scientists ask how
its performance changes as the size of the problem changes. If you double
the number of values the algorithm is processing, does the runtime
double? Does it increase by a factor of 4? Does it increase exponentially
so that it suddenly takes years to finish?

You can ask the same questions about memory usage or any other
resource that the algorithm requires. If you double the size of the problem,
does the amount of memory required double?

You can also ask the same questions with respect to the algorithm's
performance under different circumstances. What is the algorithm's
worst-case performance? How likely is the worst case to occur? If you run
the algorithm on a large set of random data, what is its average-case
performance?

To get a feeling for how problem size relates to performance, computer
scientists use Big O notation, described in the following section.

Big O Notation

Big O notation uses a function to describe how the algorithm's worst-case
performance relates to the problem size as the size grows very large. (This
is sometimes called the program's asymptotic performance.) The function
is written within parentheses after a capital letter O.

For example, O(N?) means an algorithm's runtime (or memory usage or
whatever you're measuring) increases as the square of the number of
inputs N. If you double the number of inputs, the runtime increases by
roughly a factor of 4. Similarly, if you triple the number of inputs, the
runtime increases by a factor of 9.

Note
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Often O(N2) is pronounced “order N squared.” For example, you might say, “The
quicksort algorithm described in Chapter 6 has a worst-case performance of order N
squared.”

There are five basic rules for calculating an algorithm's Big O notation:

1. If an algorithm performs a certain sequence of steps f(N) times
for a mathematical function f, it takes O(f(N)) steps.

2. If an algorithm performs an operation that takes O(f(N)) steps
and then performs a second operation that takes O(g(N)) steps for
functions f and g, the algorithm's total performance is O(f(N) +
g(N)).

3. If an algorithm takes O(f(N) + g(N)) and the function f(N) is
greater than g(N) for large N, the algorithm's performance can be
simplified to O(f(N)).

4. If an algorithm performs an operation that takes O(f(N)) steps,
and for every step in that operation it performs another O(g(N))
steps, the algorithm's total performance is O(f(N) x g(N)).

5. Ignore constant multiples. If C is a constant, O(C x f(N)) is the
same as O(f(N)), and O(f(C x N)) is the same as O(f(N)).

These rules may seem a bit formal, with all the f(N) and g(N), but they're
fairly easy to apply. If they seem confusing, a few examples should make
them easier to understand.

Rule 1

If an algorithm performs a certain sequence of steps f(N) times for a
mathematical function f, it takes O(f(N)) steps.

Consider the following algorithm, written in pseudocode, for finding the
largest integer in an array:

Integer: FindLargest (Integer: arrayl(]

Integer: largest = array[0]

For i = 1 To <largest index>

If (arrayl[il] > largest) Then largest =

array([i]

Next i

Return largest
End FindLargest
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The FindLargest algorithm takes as a parameter an array of integers
and returns an integer result. It starts by setting the variable largest
equal to the first value in the array.

It then loops through the remaining values in the array, comparing each to
largest. If it finds a value that is larger than largest , the program
sets Largest equal to that value.

After it finishes the loop, the algorithm returns largest .

This algorithm examines each of the N items in the array once, so it has
O(N) performance.

Note

Often algorithms spend most of their time in loops. There's no way an algorithm can
execute more than N steps with a fixed number of code lines unless it contains some sort
of loop.

Study an algorithm's loops to figure out how much time it takes.

Rule 2

If an algorithm performs an operation that takes O(f(N)) steps and then
performs a second operation that takes O(g(N)) steps for functions f and
0, the algorithm's total performanceis O(f(N) + g(N)).

If you look again at the FindLargest algorithm shown in the
preceding section, you'll see that a few steps are not actually inside the
loop. The following pseudocode shows the same steps, with their runtime
order shown to the right in comments:

Integer: FindLargest (Integer: arrayl]

Integer: largest =
array[0] // 0(1)
For i = 1 To <largest

index> // O(N)

If (arrayli] > largest) Then largest =
arrayl[i]

Next i
Return

largest //
O(1)

End FindLargest
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This algorithm performs one setup step before it enters its loop and then
performs one more step after it finishes the loop. Both of those steps have
performance O(1) (they're each just a single step), so the total runtime for
the algorithm is really O(1 + N + 1). You can use normal algebra to
combine terms to rewrite this as O(2 + N).

Rule3

If an algorithm takes O(f(N) + g(N)) and the function f(N) is greater than
g(N) for large N, the algorithm's performance can be simplified to
O(f(N)).

The preceding example showed that the FindLargest algorithm has
runtime O(2 + N). When N grows large, the function N is larger than the
constant value 2, so O(2 + N) simplifies to O(N).

Ignoring the smaller function lets you focus on the algorithm's asymptotic
behavior as the problem size becomes very large. It also lets you ignore
relatively small setup and cleanup tasks. If an algorithm spends some time
building simple data structures and otherwise getting ready to perform a
big computation, you can ignore the setup time as long as it's small
compared to the length of the main calculation.

Rule4

If an algorithm performs an operation that takes O(f(N)) steps, and for
every step in that operation it performs another O(g(N)) steps, the
algorithm's total performance is O(f(N) + g(N)).

Consider the following algorithm that determines whether an array
contains any duplicate items. (Note that this isn't the most efficient way to
detect duplicates.)

Boolean: ContainsDuplicates (Integer: arrayl[])
// Loop over all of the array's items.
For 1 = 0 To <largest index>

For j = 0 To <largest index>
// See if these two items are duplicates.
If (1 !'= j) Then
If (arrayl[i] == array[j]) Then

Return True
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End If
Next j
Next i
// If we get to this point, there are no
duplicates.
Return False
End ContainsDuplicates

This algorithm contains two nested loops. The outer loop iterates over all
the array's N items, so it takes O(N) steps.

For each trip through the outer loop, the inner loop also iterates over the N
items in the array, so it also takes O(N) steps.

Because one loop is nested inside the other, the combined performance is
O(N x N) = O(N?).

Rule5

Ignore constant multiples. If C is a constant, O(C x f(N)) is the same as
O(f(N)), and O(f(C x N)) is the same as O(f(N)).

If you look again at the ContainsDuplicates algorithm shown in
the preceding section, you'll see that the inner loop actually performs one
or two steps. It performs an If test to see if the indices i and j are the
same. If they are different, it compares array([i] and array[j] . It
may also return the value True.

If you ignore the extra step for the Return statement (it happens at most
only once), and you assume that the algorithm performs both the If
statements (as it does most of the time), the inner loop takes O(2 x N)
steps. Therefore, the algorithm's total performance is O(N x 2 x N) = O(2
x N?).

Rule 5 lets you ignore the factor of 2, so the runtime is O(N?).

This rule really goes back to the purpose of Big O notation. The idea is to
get a feeling for the algorithm's behavior as N increases. In this case,
suppose you increase N by a factor of 2.

If you plug the value 2 x N into the equation 2 x N2, you get the
following:
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This is 4 times the original value 2 x N2, so the runtime has increased by a
factor of 4.

Now try the same thing with the runtime simplified by Rule 5 to O(N?).
Plugging 2 % N into this equation gives the following:

This is 4 times the original value N, so the runtime has increased by a
factor of 4.

Whether you use the formula 2 x N? or just N2, the result is the same:
Increasing the size of the problem by a factor of 2 increases the runtime by
a factor of 4. The important thing here isn't the constant; it's the fact that
the runtime increases as the square of the number of inputs N.

Note

It's important to remember that Big O notation is just intended to give you an idea of an
algorithm's theoretical behavior. Your results in practice may be different. For example,
suppose an algorithm's performance is O(N), but if you don't ignore the constants, the
actual number of steps executed is something like 100,000,000 + N. Unless N is really
big, you may not be able to safely ignore the constant.

Common Runtime Functions

When you study the runtime of algorithms, some functions occur
frequently. The following sections give some examples of a few of the
most common functions. They also give you some perspective so that

you'll know, for example, whether an algorithm with O(N*) performance
is reasonable.

1

An algorithm with O(1) performance takes a constant amount of time no
matter how big the problem is. These sorts of algorithms tend to perform
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relatively trivial tasks because they cannot even look at all the inputs in
O(1) time.

For example, at one point the quicksort algorithm needs to pick a number
that is in an array of values. Ideally, that number should be somewhere in
the middle of all the values in the array, but there's no easy way to tell
which number might fall nicely in the middle. (For example, if the
numbers are evenly distributed between 1 and 100, 50 would make a good
dividing number.) The following algorithm shows one common approach
for solving this problem:

Integer: DividingPoint (Integer: arrayl[])

Integer: numberl = array[0]
Integer: number?2 = array[<last index of array>]
Integer: number3 = array[<last index of array> /

2]
If (<numberl 1is between number2 and number3>)
Return numberl
If (<number2 is between numberl and number3>)
Return number?2
Return number3
End MiddleValue

This algorithm picks the values at the beginning, end, and middle of the
array, compares them, and returns whichever item lies between the other
two. This may not be the best item to pick out of the whole array, but
there's a decent chance that it's not too terrible a choice.

Because this algorithm performs only a few fixed steps, it has O(1)
performance and its runtime is independent of the number of inputs N. (Of
course, this algorithm doesn't really stand alone. It's just a small part of a
more complicated algorithm.)

Log N

An algorithm with O(log N) performance typically divides the number of
items it must consider by a fixed fraction at every step.

For example, Figure 1.1 shows a sorted complete binary tree. It's a binary
tree because every node has at most two branches. It's a complete tree
because every level (except possibly the last) is completely full and all the
nodes in the last level are grouped on the left side. It's a sorted tree
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because every node's value lies between the values of its left and right
child nodes.

Logarithms

The logarithm of a number in a certain log base is the power to which the base
must be raised to get a certain result. For example, log2(8) is 3 because 2=3.
Here, 2 is the log base.

Often in algorithms the base is 2 because the inputs are being divided into two

groups repeatedly. As you'll see shortly, the log base isn't really important in Big
O notation, so it is usually omitted.

Figure 1.1 Searching a full binary tree takes O(log N) steps.

The following pseudocode shows one way you might search the tree
shown in Figure 1.1 to find a particular item.
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Node: FindItem(Integer: target value)
Node: test node = <root of tree>
Do Forever
// If we fell off the tree. The value isn't

present.
If (test node == null) Return null
If (target value == test node.Value) Then

// test node holds the target value. This
is the node we want.
Return test node
Else If (target value < test node.Value) Then
// Move to the left child.
test node = test node.LeftChild
Else
// Move to the right child.
test node = test node.RightChild
End If
End Do
End FindItem

Chapter 10 covers tree algorithms in detail, but you should be able to get
the gist of the algorithm from the following discussion.

The algorithm declares and initializes the variable test node so that it
points to the root at the top of the tree. (Traditionally, trees in computer
programs are drawn with the root at the top, unlike real trees.) It then
enters an infinite loop.

If test node is null, the target value isn't in the tree, so the
algorithm returns null.

Note

null is a special value that you can assign to a variable that should normally point to an
object such as a node in a tree. The value null means “This variable doesn't point to
anything.”

If test node holds the target value, test node is the node we're
seeking, so the algorithm returns it.

If target value , the value we're searching for, is less than the value
in test node, the algorithm sets test node equal to its left child.
(If test_node is at the bottom of the tree, its LeftChild value is
null, and the algorithm handles the situation the next time it goes
through the loop.)
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If test node 's value does not equal target value and is not less
than target value , it must be greater than target value . In
that case, the algorithm sets test node equal to its right child. (Again,
if test node is at the bottom of the tree, its RightChild is null,
and the algorithm handles the situation the next time it goes through the
loop.)

The variable test node moves down through the tree and eventually
either finds the target value or falls off the tree when test node is
null.

Understanding this algorithm's performance becomes a question of how
far down the tree test node must move before it finds
target value or falls off the tree.

Sometimes the algorithm gets lucky and finds the target value right away.
If the target value is 7 in Figure 1.1, the algorithm finds it in one step and
stops. Even if the target value isn't at the root node—for example, if it's
4—the program might have to check only a bit of the tree before stopping.

In the worst case, however, the algorithm needs to search the tree from top
to bottom.

In fact, roughly half the tree's nodes are the nodes at the bottom that have
missing children. If the tree were a full complete tree, with every node
having exactly zero or two children, the bottom level would hold exactly
half the tree's nodes. That means if you search for randomly chosen values
in the tree, the algorithm will have to travel through most of the tree's
height most of the time.

Now the question is, “How tall is the tree?” A full complete binary tree of
height H has 2" nodes. To look at it from the other direction, a full
complete binary tree that contains N nodes has height logx(N). Because
the algorithm searches the tree from top to bottom in the worst (and
average) case, and because the tree has a height of roughly log>(N), the
algorithm runs in O(logz(N)) time.

At this point a curious feature of logarithms comes into play. You can
convert a logarithm from base A to base B using this formula:
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Setting B = 2, you can use this formula to convert the value O(log>(N) into
any other log base A:

The value 1 / loga(2) is a constant for any given A, and Big O notation
ignores constant multiples, so that means O(log(N)) is the same as
O(loga(N)) for any log base A. For that reason, this runtime is often
written O(log N) with no indication of the base (and no parentheses to
make it look less cluttered).

This algorithm is typical of many algorithms that have O(log N)
performance. At each step, it divides roughly in half the number of items
it must consider.

Because the log base doesn't matter in Big O notation, it doesn't matter
which fraction the algorithm uses to divide the items it is considering.
This example divides the number of items in half at each step, which is
common for many logarithmic algorithms. But it would still have O(log
N) performance if it divided the remaining items by a factor of 1/10th and
made lots of progress at each step, or if it divided the items by a factor of
9/10ths and made relatively little progress.

The logarithmic function log(N) grows relatively slowly as N increases, so
algorithms with O(log N) performance generally are fast enough to be
useful.

Sort N

Some algorithms have O(sqrt(N)) performance (where sqrt is the square
root function), but they're not common, and none are covered in this book.
This function grows very slowly but a bit faster than log(N).
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N

The FindLargest algorithm described in the earlier section “Rule 1”
has O(N) performance. See that section for an explanation of why it has
O(N) performance.

The function N grows more quickly than log(N) and sqrt(N) but still not
too quickly, so most algorithms that have O(N) performance work quite
well in practice.

NlogN

Suppose an algorithm loops over all the items in its problem set and then,
for each loop, performs some sort of O(log N) calculation on that item. In
that case, the algorithm has O(N x log N) or O(N log N) performance.

Alternatively, an algorithm might perform some sort of O(log N)
operation and, for each step in it, do something to each of the items in the
problem.

For example, suppose you have built a sorted tree containing N items as
described earlier. You also have an array of N values and you want to
know which values in the array are also in the tree.

One approach would be to loop through the values in the array. For each
value, you could use the method described earlier to search the tree for
that value. The algorithm examines N items and for each it performs
log(N) steps so the total runtime is O(N log N).

Many sorting algorithms that work by comparing items have an O(N log
N) runtime. In fact, it can be proven that any algorithm that sorts by
comparing items must use at least O(N log N) steps, so this is the best you
can do, at least in Big O notation. Some algorithms are still faster than
others because of the constants that Big O notation ignores.

N2
An algorithm that loops over all its inputs and then for each input loops

over the inputs again has O(N?) performance. For example, the
ContainsDuplicates algorithm described earlier, in the section
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“Rule 4,” runs in O(Nz) time. See that section for a description and
analysis of the algorithm.

Other powers of N, such as O(N’) and O(N*), are possible and are
obviously slower than O(Nz).

An algorithm is said to have polynomial runtime if its runtime involves
any polynomial involving N. O(N), O(Nz), O(N®), and even O(N4OOO) are
all polynomial runtimes.

Polynomial runtimes are important because in some sense these problems
can still be solved. The exponential and factorial runtimes described next
grow extremely quickly, so algorithms that have those runtimes are
practical for only very small numbers of inputs.

2N

Exponential functions such as 2 grow extremely quickly, so they are
practical for only small problems. Typically algorithms with these
runtimes look for optimal selection of the inputs.

For example, consider the knapsack problem. You are given a set of
objects that each has a weight and a value. You also have a knapsack that
can hold a certain amount of weight. You can put a few heavy items in the
knapsack, or you can put lots of lighter items in it. The challenge is to
select the items with the greatest total value that fit in the knapsack.

This may seem like an easy problem, but the only known algorithms for
finding the best possible solution essentially require you to examine every
possible combination of items.

To see how many combinations are possible, note that each item is either
in the knapsack or out of it, so each item has two possibilities. If you
multiply the number of possibilities for the items, you get 2 x 2 x ... X 2 =

2N total possible selections.

Sometimes you don't have to try every possible combination. For example,
if adding the first item fills the knapsack completely, you don't need to add
any selections that include the first item plus another item. In general,
however, you cannot exclude enough possibilities to narrow the search
significantly.
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For problems with exponential runtimes, you often need to use
heuristics—algorithms that usually produce good results but that you
cannot guarantee will produce the best possible results.

N!

The factorial function, written N! and pronounced “N factorial,” is defined
for integers greater than 0 by N! = 1 x 2 x 3 x ... x N. This function
grows much more quickly than even the exponential function 2N.
Typically algorithms with factorial runtimes look for an optimal
arrangement of the inputs.

For example, in the traveling salesman problem (TSP), you are given a list
of cities. The goal is to find a route that visits every city exactly once and
returns to the starting point while minimizing the total distance traveled.

This isn't too hard with just a few cities, but with many cities the problem
becomes challenging. The most obvious approach is to try every possible
arrangement of cities. Following that algorithm, you can pick N possible
cities for the first city. After making that selection, you have N — 1
possible cities to visit next. Then there are N — 2 possible third cities, and
so forth, so the total number of arrangements is N x (N—1) x (N—2) x ...
x 1=NL

Visualizing Functions

Table 1.1 shows a few values for the runtime functions described in the
preceding sections so that you can see how quickly these functions grow.

Table 1.1 Function Values for Various Inputs
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Figure 1.2 shows a graph of these functions. Some of the functions have
been scaled so that they fit better on the graph, but you can easily see
which grows fastest when x grows large. Even dividing by 100 doesn't
keep the factorial function on the graph for very long.

Figure 1.2 The log, sqrt, linear, and even polynomial functions grow at a
reasonable pace, but exponential and factorial functions grow incredibly
quickly.
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Practical Considerations

Although theoretical behavior is important in understanding an algorithm's
runtime behavior, practical considerations also play an important role in
real-world performance for several reasons.

The analysis of an algorithm typically considers all steps as taking the
same amount of time even though that may not be the case. Creating and
destroying new objects, for example, may take much longer than moving
integer values from one part of an array to another. In that case an
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algorithm that uses arrays may outperform one that uses lots of objects
even though the second algorithm does better in Big O notation.

Many programming environments also provide access to operating system
functions that are more efficient than basic algorithmic techniques. For
example, part of the insertionsort algorithm requires you to move some of
the items in an array down one position so that you can insert a new item
before them. This is a fairly slow process and contributes greatly to the
algorithm's O(Nz) performance. However, many programs can use a
function (such as RtlMoveMemory in .NET programs and
MoveMemory in Windows C++ programs) that moves blocks of
memory all at once. Instead of walking through the array, moving items
one at a time, a program can call these functions to move the whole set of
array values at once, making the program much faster.

Just because an algorithm has a certain theoretical asymptotic
performance doesn't mean you can't take advantage of whatever tools your
programming environment offers to improve performance. Some
programming environments also provide tools that can perform the same
tasks as some of the algorithms described in this book. For example, many
libraries include sorting routines that do a very good job of sorting arrays.
Microsoft's .NET Framework, used by C# and Visual Basic, includes an
Array.Sort method that uses an implementation that you are unlikely
to beat using your own code—at least in general. For specific problems
you can still beat Array.Sort 's performance if you have extra
information about the data. (For more information, read about
countingsort in Chapter 6.)

Special-purpose libraries may also be available that can help you with
certain tasks. For example, you may be able to use a network analysis
library instead of writing your own network tools. Similarly, database
tools may save you a lot of work building trees and sorting things. You
may get better performance building your own balanced trees, but using a
database is a lot less work.

If your programming tools include functions that perform the tasks of one
of these algorithms, by all means use them. You may get better
performance than you could achieve on your own, and you'll certainly
have less debugging to do.
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Finally, the best algorithm isn't always the one that is fastest for very large
problems. If you're sorting a huge list of numbers, quicksort usually
provides good performance. If you're sorting only three numbers, a simple
series of If statements will probably give better performance and will be
a lot simpler. Even if quicksort does give better performance, does it
matter whether the program finishes sorting in 1 millisecond or 2? Unless
you plan to perform the sort many times, you may be better off going with
the simpler algorithm that's easier to debug and maintain rather than the
complicated one to save 1 millisecond.

If you use libraries such as those described in the preceding paragraphs,
you may not need to code all these algorithms yourself, but it's still useful
to understand how the algorithms work. If you understand the algorithms,
you can take better advantage of the tools that implement them even if you
don't write them. For example, if you know that relational databases
typically use B-trees (and similar trees) to store their indices, you'll have a
better understanding of how important pre-allocation and fill factors are. If
you understand quicksort, you'll know why some people think the .NET
Framework's Array.Sort method is not cryptographically secure.
(This is discussed in the section “Using Quicksort” in Chapter 6.)

Understanding the algorithms also lets you apply them to other situations.
You may not need to use mergesort, but you may be able to use its
divide-and-conquer approach to solve some other problem on multiple
processors.

Summary

To get the most out of an algorithm, you not only need to understand how
it works, but you also need to understand its performance characteristics.
This chapter explained Big O notation, which you can use to study an
algorithm's performance. If you know an algorithm's Big O runtime
behavior, you can estimate how much the runtime will change if you
change the problem size.

This chapter also described some algorithmic situations that lead to
common runtime functions. Figure 1.2 showed graphs of these equations
so that you can get a feel for just how quickly each grows as the problem
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size increases. As a rule of thumb, algorithms that run in polynomial time
are often fast enough that you can run them for moderately large
problems. Algorithms with exponential or factorial runtimes, however,
grow extremely quickly as the problem size increases, so you can run
them only with relatively small problem sizes.

Now that you have some understanding of how to analyze algorithm
speeds, you're ready to study some specific algorithms. The next chapter
discusses numerical algorithms. They tend not to require elaborate data
structures, so they usually are quite fast.

Exercises

Asterisks indicate particularly difficult problems.
1. The section “Rule 4” described a ContainsDuplicates

algorithm that has runtime O(N?). Consider the following improved
version of that algorithm:

Boolean: ContainsDuplicates (Integer: arrayl[])
// Loop over all of the array's items
except the last one.

For 1 = 0 To <largest index> - 1
// Loop over the items after item 1i.
For 3 = 1 + 1 To <largest index>
// See 1if these two items are
duplicates.
If (arrayl[i] == arrayl[j]) Then
Return True
Next j
Next 1

// If we get to this point, there are no
duplicates.
Return False
End ContainsDuplicates
What is the runtime of this new version?

2. Table 1.1 shows the relationship between problem size N and
various runtime functions. Another way to study that relationship is
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to look at the largest problem size that a computer with a certain
speed could execute within a given amount of time.

For example, suppose a computer can execute 1 million algorithm
steps per second. Consider an algorithm that runs in O(N?) time. In
1 hour the computer could solve a problem where N = 60,000
(because 60,000 = 3,600,000,000, which is the number of steps the
computer can execute in 1 hour).

Make a table showing the largest problem size N that this computer
could execute for each of the functions listed in Table 1.1 in one
second, minute, hour, day, week, and year.

3. Sometimes the constants that you ignore in Big O notation are
important. For example, suppose you have two algorithms that can
do the same job. The first requires 1,500 x N steps, and the other
requires 30 x N° steps. For what values of N would you choose
each algorithm?

4. *Suppose you have two algorithms—one that uses N*/75-N?/
4 + N + 10 steps, and one that uses N / 2 + 8 steps. For what values
of N would you choose each algorithm?

5. Suppose a program takes as inputs N letters and generates all
possible unordered pairs of the letters. For example, with inputs
ABCD, the program generates the combinations AB, AC, AD, BC,
BD, and CD. (Here unordered means that AB and BA count as the
same pair.) What is the algorithm's runtime?

6. Suppose an algorithm with N inputs generates values for each
unit square on the surface of an N x N x N cube. What is the
algorithm's runtime?

7. Suppose an algorithm with N inputs generates values for each
unit cube on the edges of an N X N x N cube, as shown in Figure
1.3. What is the algorithm's runtime?

Figure 1.3 This algorithm generates values for cubes on a cube's
“skeleton.”
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8. *Suppose you have an algorithm that, for N inputs, generates a
value for each small cube in the shapes shown in Figure 1.4.
Assuming that the obvious hidden cubes are present so that the
shapes in the figure are not hollow, what is the algorithm's runtime?
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Figure 1.4 This algorithm adds one more level to the shape as N
increases.

9. Can you have an algorithm without a data structure? Can you
have a data structure without an algorithm?

10. Consider the following two algorithms for painting a fence:

Algorithml ()
For 1 = 0 To <number of boards in fence> -

<paint board number i>
Next i
End Algorithml

Algorithm?2 (Integer: first board, Integer:
last _board)
If (first board == last board) Then

// There's only one board. Just paint
it.
<paint board number first board>
Else
// There's more than one board. Divide
the boards
// into two groups and recursively
paint them.
Integer: middle board = (first board +
last board) / 2
Algorithm2 (first board, middle board)
Algorithm2 (middle board, last board)
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End If
End Algorithm?2

What are the runtimes for these two algorithms, where N is the
number of boards in the fence? Which algorithm is better?

11. “Fibonacci numbers can be defined recursively by the following
rules:

Fibonacci(0) = 1

Fibonacci(l) = 1

Fibonacci (n) = Fibonacci(n - 1) + Fibonacci(n
- 2)

The Fibonacci sequence starts with the values 1, 1, 2, 3, 5, 8, 13, 21,
34, 55, 89.

How does the Fibonacci function compare to the runtime functions
shown in Figure 1.27
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Chapter 2
Numerical Algorithms

Numerical algorithms calculate numbers. They perform such tasks as
randomizing values, breaking numbers into their prime factors, finding
greatest common divisors, and computing geometric areas.

All these algorithms are useful occasionally, but they also demonstrate
useful algorithmic techniques such as adaptive algorithms, Monte Carlo
simulation, and using tables to store intermediate results.

Randomizing Data

Randomization plays an important role in many applications. It lets a
program simulate random processes, test algorithms to see how they
behave with random inputs, and search for solutions to difficult problems.
Monte Carlo integration, which is described in the later section
“Performing Numerical Integration,” uses randomly selected points to
estimate the size of a complex geometric area.

The first step in any randomized algorithm is generating random numbers.

Generating Random Values

Even though many programmers talk about “random” number generators,
any algorithm used by a computer to produce numbers is not truly
random. If you knew the details of the algorithm and its internal state, you
could correctly predict the “random” numbers it generates.

To get truly unpredictable randomness, you need to use a source other
than a computer program. For example, you could use a radiation detector
that measures particles coming out of a radioactive sample to generate
random numbers. Because no one can predict exactly when the particles
will emerge, this is truly random.

Other possible sources of true randomness include dice rolls, analyzing
static in radio waves, and studying Brownian motion. Random.org
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measures atmospheric noise to generate random numbers. (You can go to
http://www.random.org to get true random numbers.)

Unfortunately, because these sorts of true random-number generators
(TRNG) are relatively complicated and slow, most applications use a
faster pseudorandom number generator (PRNG) instead. For many
applications, if the numbers are in some sense “random enough,” a
program can still make use of them and get good results.

Generating Values

One simple and common method of creating pseudorandom numbers is a
linear congruential generator, which uses the following relationship to
generate numbers:

A, B, and M are constants.

The value of X initializes the generator so that different values for Xo
produce different sequences of numbers. A value that is used to initialize
the pseudorandom number generator, such as Xy in this case, is called the
seed.

Because all the values in the number sequence are taken modulo M, after
at most M numbers the generator produces a number it produced before,
and the sequence of numbers repeats from that point.

As a very small example, suppose A =7, B=15, and M = 11. If you start
with Xo = 0, the previous equation gives you the following sequence of
numbers:
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Because X0 = X = 0, the sequence repeats.

The values 0, 5, 7, 10, 9, 2, 8, 6, 3, 4 look fairly random. But now that you
know the method that the program uses to generate the numbers, if
someone tells you the method's current number, you can correctly predict
those that follow.

Some PRNG algorithms use multiple linear congruential generators with
different constants and then select from among the values generated at
each step to make the numbers seem more random and to increase the
sequence's repeat period. That can make programs produce more
random-seeming results, but those methods are still not truly random.

Note

Most programming languages have built-in PRNG methods that you can use instead of
writing your own. Those methods generally are reasonably fast and produce very long
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sequences of numbers before they repeat, so for most programs you can simply use them
instead of writing your own.

One feature of PRNGs that is sometimes an advantage is that you can use
a particular seed value to generate the same sequence of “random” values
repeatedly. That may seem like a disadvantage, because it means that the
numbers are more predictable, but being able to use the same numbers
repeatedly can make some programs much easier to debug.

Being able to repeat sequences of numbers also lets some applications
store complex data in a very compact form. For example, suppose a
program needs to make an object perform a long and complicated
pseudorandom walk on a map. The program could generate the walk and
save all its coordinates so that it can redraw the route later. Alternatively,
it could just save a seed value. Then, whenever it needs to draw the route,
it can use the seed to reinitialize a PRNG so that it produces the same
walk each time.

The RandomTrees program, shown in Figure 2.1, uses seed values to
represent random trees. Enter a seed and click Go to generate a random
tree. If two seed values differ by even 1, they produce very different
results.

Figure 2.1 Even slightly different seeds lead to very different random
trees.
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The RandomTrees program uses the seed value you enter to generate
drawing parameters such as the number of branches the tree creates at
each step, the angle at which the branches bend from their parent branch,
and how much shorter each branch is than its parent. You can download
the program from the book's website to see the details.

If you enter the same seed number twice, you produce the same tree both
times.

Cryptographically Secure PRNGs

Any linear congruential generator has a period over which it repeats, and that
makes it unusable for cryptographic purposes.

For example, suppose you encrypt a message by using a PRNG to generate a value
for each letter in the message and then adding that value to the letter. For example,
the letter A plus 3 would be D, because D is three letters after A in the alphabet. If
you get to Z, you wrap around to A. So, for example, Y +3 =B.

This technique works quite well as long as the sequence of numbers is random,
but a linear congruential generator has a limited number of seed values. All you
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need to do to crack the code is to try decrypting the message with every possible
seed value. For each possible decryption, the program can look at the distribution
of letters to see if the result looks like real text. If you picked the wrong seed,
every letter should appear with roughly equal frequency. If you guessed the right
seed, some letters, such as E and T, will appear much more often than other
letters, such as J and X. If the letters are very unevenly distributed, you have
probably guessed the seed.

This may seem like a lot of work, but on a modern computer it's not very hard. If
the seed value is a 32-bit integer, only about 4 billion seed values are possible. A
modern computer can check every possible seed in just a few seconds or, at most,
minutes.

A cryptographically secure pseudorandom number generator (CSPRNG) uses
more complicated algorithms to generate numbers that are harder to predict and to
produce much longer sequences without entering a loop. They typically have
much larger seed values. A simple PRNG might use a 32-bit seed. A CSPRNG
might use keys that are 1,000 bits long to initialize its algorithm.

CSPRNG:s are interesting and very “random,” but they have a couple of
disadvantages. They are complicated, so they're slower than simpler algorithms.
They also may not allow you to do all the initialization manually, so you may be
unable to easily generate a repeatable sequence. If you want to use the same
sequence more than once, you should use a simpler PRNG. Fortunately, most
algorithms don't need a CSPRNG, so you can use a simpler algorithm.

Ensuring Fairness

Usually programs need to use a fair PRNG. A fair PRNG is one that
produces all its possible outputs with the same probability. A PRNG that
is unfair is called biased. For example, a coin that comes up heads
two-thirds of the time is biased.

Many programming languages have methods that produce random
numbers within any desired range. But if you need to write the code to
transform the PRNG's values into a specific range, you need to be careful
to do so in a fair way.

A linear congruential generator produces a number between 0 (inclusive)
and M (exclusive), where M is the modulus used in the generator's
equation:
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Usually a program needs a random number within a range other than 0 to
M. An obvious but bad way to map a number produced by the generator
into a range Min to Max is to use the following equation:

For example, to get a value between 1 and 100, you would calculate the
following:

The problem with this is that it may make some results more likely than
other